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Abstract: This study investigates reflection keywords by contrasting two da-
tasets, one of reflective sentences and another of descriptive ssnfEme log-
likelihood statistic reveals several reflection keywords that are distussbee
context of a model for reflective writing. These keywords are asem useful
building block for tools that can automatically analyse refledticexts.
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1 I ntroduction

Supporting learners with opportunities for reflective practice and fogtéreir reflec-
tive thinking are important educational goals. The UK Quality Assuranceciden
Higher Education (QAA), for example, recommends that all teachingpanung prac-
ticesbe informed by reflection [1]. The Organisation for Economic Co-operation an
Development (OECD) placesflection at the ‘heart of key competencies’ [2], and fur-
thermore, the Assessment and Analytical Framework for PISA sees refeuti@val-
uation as part of their assessment framework for reading literacy [3].

There are many ways for expressing reflective thought®mmon representation
is reflective writing (for example, see $). Reflective writing is a piece of text that
contains the reflections of the writer. For example, reflective writing carnjdarzal,
diary, blog post, or structured worksheet.

Researchers frequently analyse reflective writings to determine reflective writing
quality and evaluate the success of academic writing prograrhissinalysis usually
follows a content analysis approach (for example, see [&R@hearchers use content
analysis to systematically detect all textual evidence that belongs to model ieastegor
of reflective writing. However, the content analysis of reflective wgitga time-con-
suming proces@Automated reflection analytics techniques have the poteritrabuc-
ing the amount of time necessary to analyse reflective writings.

This paper contributes to the research of automated detection of reflection in texts
(for example, see [8,9,10]he automated detection of reflection is linked to one of
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the grand challengexf technology enhanced learning, whicheigssessment and au-
tomated feedback' [11,12]. In order to create automated systerssstaoeffective writ-
ing assessment, techniques have to be developed first that can autonustealye-
flection in texts. Once a system can detect reflection, this informatiobhecased to
automatically assist the assessment of reflection. Therefore, reflection detection is a
base technology with the potential for several applications, for exampegssaent
and automated feedback

For the automated detection of reflection, it is important to identify patterns or reg-
ularities found in reflective writings. These regularities bear the potential of lming f
malised in computer programs, which then can automatically detectghésms of
reflection in novel texts. This paper shows a method that allows the identificdtio
reflection keywords based on the comparison of datasets with the étigdibdd statis-
tic. It then discusses the keywords derived in the context of a mbaeitten reflec-
tion.

2 Automated detection of reflection in texts

Research in the area of automated detection of reflection aims at the development
those techniques and technologies that can automatically identify the charactdristics
reflection in texts. Three techniques have been idedtifiat have been used to auto-
matically analyse texts in respect to reflection [13]. They are dictionary-based, r
based, and machine learning-based approaches. The dictionary-based appkeach ma
use of lists/dictionaries of words. The words contained in a dictioaprgsent aspects
of reflection. These dictionaries can be used to analyse texts with regardfite- the
guency of word occurrences in texts, or to visually highligiécted text passages (for
example, sed8])). The rule-based approach makes use of a set of rules. Each rule cap
tures an aspect of reflection. These rules, along with a rule-based syikiendrawing
inferences from texts, and can be used to analyse reflective writimgx&imple, see
[9]). The first two approaches make use of expert knowledge in ordenstruct the
dictionaries or rules. The third approach makes use of machine pavtdanohine learn-
ing algorithms learn regularities or patterns from many examples thasegp facets
of reflection [13] The generated machine learning models classify unseen text into cat-
egories of reflection.

Although machine learning-based approaches can automatically build rreodets
tect reflection, the first two approaches rely on explicit knowledge atitngtr words
or rules that represent aspects of reflection.

The literatureof research that applied content analysis to investigate reflective writ-
ings indicated that reflective writings exhibit such textual patterns. Hatitrsenith
[14] touched on language patterns that aided the coding of dialogic refléetian et
al. [15] noted the coordination between idea units as important for idegtifgflection
types. Poom-Valickis and Mathews [16] mentioned lists of keywiordsder to code
text units. Hawkes and Romiszowski [17] and Hawkes [18, 19] stegj@n associa-
tion between discourse markers and reflection. In that research, theydrasiework
of the analysis was the model of reflection selected by these authors.
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Another area of the research that investigates patterns of reflection makes use of
systemic-functional linguistics [2@8]. This research has in common that it investi-
gates text based on a linguistic framework in order to derive a limlebatthe linguis-
tic framework and reflection expressed in texts. The guiding frankefeothis type of
research is the linguistic framework. Categories of the linguistic frameaverkhen
mapped to categories of reflective writing models in order to explore the retdpon
between linguistic resources and reflective writing.

The approach taken here makes use of the corpus linguistic keywtirddwsing
log-likelihood statistic as described by Rayson [29] to find reflectigrvieds. This
method is based on the frequency analysis of two corpora/datasetter to investi-
gate words that occur significantly more freqiyeim one orarother dataset. Here, the
datasets consist of reflective and descriptive sentences. The keyword metbed to
reveal words that are significantly more or less often used in the dataséective
sentences compared with the dataset of descriptive sentences.

This approach is different from the above outlined content analysisyasteimic-
functional approaatsbecausét places data first, and not theory. The aforementioned
approaches use theory to interpret dataereas the approach taken here derives a set
of keywords using a statistical method. These empirically derived kdgvean then
be interpreted in the context of theory. This is at first a data-driven appiaahnay
inform theory [29].

The term 'keyword' has several notions, and within this paper it desitimses
words that occur significantly more frequigntvithin one dataset than another [30]
Several statistical tests can be used to calculate the 'keghess'ds [31]. Here, the
chosen test is the log-likelihood ratio test as described by Rayson [28]4s¢82] for
a similar implementation of the log-likelihood test).

3  Modesto analysereflective writings

The datasets used to derive keywords were created according to a tfyetuerd
distinction made in research that analyeflective writings: A text can be either de-
scriptive/non-reflective or reflective. The lowest level is often described as deggriptiv
and it contains no reflection; on the other side of the scale are reflectivevtbids
can be further distinguished according to several levels of reflectioex@onple, see
[33,34-38]). However, the common denominator of these models is the basic distinc-
tion between descriptive and reflective texts

In addition to levels of reflection, research into the analysis of reflective writings
proposed several models with various model categories that describe constifuents
reflective writing. These model constituents describe the breadth, and not theadepth,
reflection as the level models. Manual content analysis of reflective writiegstiis
categories that describe breadth facets of reflective writing, as well as [Exefleo
tion as their coding category schema. Although the model categoriesorarsekearch
to research, they do share some commonalities. The model used to aid in pine-inter
tation of the keywords is based on the model for reflection detection desbgibed
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Ulimann [13] An older version of this model can be found in the study by Ulinginn
al. [9]. The breadth model categories are:

Experience: A reflective writing is often about experience or a personal matter. The
description of what occurred and the capturing of the important characteristie of
situation provide the background and focal point for reflective writihg. description
of the experience captures important parts of the experience, andegrtve context
and/or the reason for the writing. This category can be frequenthdfin models that
analyse reflection (for example, see [6[39]).

Personal: A reflective writing is often of a personal nature. This means that it
often about beliefs, personal assumptions, or knowledge about ombsext is writ-
ten with a personal voice and shows the development of a perspedtieeexperience
at hand Several models describe this category (for example 26g39,40]).

Feelings. Feelings can be the starting point of a reflection. Feelings often associated
with reflection are the feeling of being concerned, having doulfezlimg of uncer-
tainty, frustration, but also feelings such as surprise or excitement. Wieetags
can be the starting point of a reflection, they can also be the subject makterref
flection, for example, reflections on the influence of feelings amkihg and action.
Several models that analyse reflective writings contain references to thisrggfeg
example, see [7]39,40]).

Critical stance: Expressing an aledr critical mindset is an important part of re-
flective writing. Having a critical stance involves being aware of probkmisbeing
able to identify or diagnose such problems. Being critical is about questiosing@s
tions and opinions, analysing and evaluating problems, judging sitsatesting the
validity of assumptions, drawing conclusions, and making decisidnis category is
mentioned in many models (for example, see[[]], [39]).

Per spective: Although reflective writings are often written from the first pensen
spective, considering other perspectives is an important facet of reflecitivey WEX-
amples are the perspective of someone else, a theory; the social, historical, ethical
moral, or political context. Several content analysis models contain thgocatgor
example, see2()], [39], [41]).

Outcome: There can be several outcomes from reflective writing. An outcome from
reflective writing can be a description of lessons learned, better undangtafidhe
situation or context, new insights, change of perspective or behaaiathe aware-
ness of one's way of thinking. An outcome can be also an intdotam something or
any planning for the future. The category outcome is also frequeatiioned in con-
tent analysis models used to analyse reflective writings (for exasegl®9], [41,42]).

These six categories, which stem directly from the researamanual content anal-
ysis of reflective writing, form the guiding framework filie interpretation of the re-
sults of keyword analysis.

4  Dataset generation process and datasets

The datasets of reflective and descriptive sentences were obtained from rdssarch t
investigated the automated detection of reflection using machine learning (details are
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found in [L3]). These two datasets are mostly based on a sample of the British Academic
Writing English Corpus (BAWE) [43,44TThe sampled texts are mostly from the dis-
ciplines of health, business, and engineering.

A sentence splitter divided each sample text from the BAWE text collection into
sentencesSeven to ten raters ranked each sentence on a six-point Likert scale as to
whether the sentence is descriptive or reflectiverowdsourcing solutionwas used
to distribute the sentences to the raters. An even-numbered scale was tistcthe
raters had to decide whether the sentence is reflective or descriptive aaodttmis-
using the neutral point of an odd-numbered saatée ‘don't know' category. The rat-
ings on the six-point Likert scale were then dichotomised into the clitesstiree and
descriptive.

The aim was then to generate two datasets of approximate equal sizééocaicht
parison of both dataset& sentence was only included into the dataset if it received a
4/5 majority of ratings for either belonging to the reflective or descriptive clabses
decisiononwhich aggregation strategy to choose was based on the 4/5 majorityedbecaus
it represents a more strict quality standard compared with the more leniplg siar
jority vote. This ensures that only those sentences that receiveadrdighsupport as
belonging to one of the two categories were included in this Stailyexample, a sen-
tence that received ten ratings was included if eight or more of the ten ratikgsl
the sentence as reflective (or descriptive). Reliability estimates of the ratimggagd
with majority and 4/5 majority vote were reportedUIlimann [13], who found as sub-
stantial for the majority vota Cohen's kappa of 0.62nd almost perfect for the 4/5
majority votea Cohen's kappa of 0.92, according to the benchmark of Landisaoid
[45]. From this annotated dataset of highly agreed sentences, araadple of 500
reflective sentences and 500 descriptive sentences was drawn.

All sentences from the two datasets were pre-processed with the sargerdata
tion process. This involved the removal of any punctuationspatsnand superfluous
whitespaces, sentence tokenisation to words, and word conversiavetockse The
R environment for statistical computing and graphics [46,47]usad to develop the
scripts for data processing and calculation of the log-likelihood ratio.

The dataset of reflective sentences contains a @btb2,697 words(2,200 unique
words). The average sentence lengt5.39 words. The dataset of descriptive/non-
reflective sentences contains a total @284 words (2,800 unique words). The average
sentence lengtis 20.57 words

5 Results

The frequencyf each word of each dataset was counted and compared. Word compar-
ison is based on the log-likelihood of the two terms [29]. Thdikadihood considers

the frequency of the two terms compamith the size of the entire dataseable 1

lists the log-likelihood of all words with a log-likelihood higher tHah83, which rep-
resents a p-value < 0.00&nd an effect size calculated with the Bayes Facfor 2

1 CrowdFlower (http://www.crowdflower.com/)
2 http://ucrel.lancs.ac.uk/llwizard.html



Keywords of written reflection - ARTEL15

[48]. Word pairs below these thresholds are not listed. Table 1tedsoy the log-
likelihood with the highest log-likelihood at the top, and the lowest at thenhoftor-
thermore, the table indicates for each term, the frequency of occurreheediatasets
of reflective and descriptive sentenc€he columnUsé indicates with a + and - sign
whether the term is overused ('+') in the reflective dataset, which riesris has a
higher relative frequency in the reflective dataset, or underti§edvhich means that
it is more frequently used in the dataset of descriptive sentences.

For example, the word 'i' is frequently present in the dataset of reflesgtintences
It occurs 700 times in the reflective dataset and 105 times irewiptive dataset. It
has the highest log-likelihood ratio of 376.07, which means that ¢ind W occurs
unusually often (the column use has a '+'-sign) in the dataset of redlesgtitences
compared to the dataset of descriptive sentefidesword he is underused in the re-
flective dataset (see the '-'-sign), which means it appears unusuailynatie descrip-
tive dataset according to the used log-likelihood test.

Table 1. Log-likelihood of the datasets words.

Reflective  Descriptive Log-
Word dataset dataset likelihood U
i 700 105 376.0% +
have 191 35 88.0¢ +
me 107 8 81.7¢ +
my 201 56 59.11 +
feel 68 4 56.2¢ +
felt 61 4 48.7¢ +
not 117 29 39.91 +
that 285 130 31.2¢ +
more 78 18 28.8E +
better 30 1 28.37 +
is 72 123 26.41 -
this 157 63 24.11 +
believe 26 1 23.91 +
now 29 2 22.8C +
he 5 26 20.3t -
by 36 71 20.2¢ -
future 17 0 20.17 +
of 285 329 19.24 -
was 181 84 18.84 +
situation 31 4 18.34 +
think 31 4 18.34 +
are 30 61 18.32 -
if 47 11 17.12 +
would 83 29 17.01 +
and 369 402 16.92 -
but 51 13 16.82 +
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Reflective  Descriptive Log-
Word dataset dataset likelihood %
never 14 0 16.61 +
bit 13 0 15.4: +
system 1 13 14.8¢ -
their 11 31 14.6( -
could 56 17 14.5¢F +
ae 0 9 14.47 -
knowledge 5 21 14.2¢ -
aware 12 0 14.24 +
hindsight 12 0 14.24 +
learnt 17 1 14.0¢ +
although 20 2 13.54 +
probably 11 0 13.0t +
it 160 80 12.9¢ +
place 2 14 12.8: -
myself 22 3 12.5¢ +

6 Discussion

Table 1 lists the dataset words with the highest log-likelihood. Their relagiqeency
differs between datasets, which makes them distinctive. They ars feondhich it is
unlikely that the null hypothesis, where their relative frequencies arauie, $s true.
These are the keywords defined by the statistical procedure. Their pavaleffect
size act as inclusion criteriAn additional criterion could have been used to exclude
words that occur relatively infrequently [30]. For example, the wotdoa®A&E' (see
footnote 3 occurs nine times in both datasets, which makes it the word with the least
occurrences in Table 1

In the following subsections, some of the keywords are discljand a link between
the keywords and their belongings to one of the categories of the nigéékeotive
writing is establishedSeveral of the keywords are illustrated with sentences obtained
from the datasets. The keywords within each sample sentence arghtaghlin bold.

6.1 Experience

The description of an 'Experience’ often entails the description of a sittizditooc-
curred in the past. One of the keywords directly addresses a 'situati@xample of

a sentence with this key word is, 'On the whole | felt | and ther sttembers of staff
did all they could to manage a difficudttuation and gave Joseph more than ample

3 The word 'ae' represents 'A&E’, which refers to the Accident aretdemcy service. As all
punctuations have been removed during the data generatmespralso the '&' of A&E was
removed. 29
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opportunity to cooperate however, imdsight | feel some aspects could have been
handled differently’. Another example is the sentence, 'My reactioer and theitu-
ation surprised me as | became quiet agitated ardndsight was probably just as
unaccommodating as she was'. The two sentences also contain thedkyvasight',
which is used to express a retrospective understanding of a situation.

6.2 Personal

It is notable that first person singular pronouns, such as 'l;,'/mg' and 'myself', are
keywords overused in the reflective dataset. This may indicate that refleciiiveys
are frequently written from the first person perspective, whietsis in line with the
category 'Personal’ of the reflection model as outlined afidwethird person singular
pronoun 'he' is more associated with a descriptive text. The category &Pessalso
about own beliefs. The keyword 'believes' may be indicative for expréssinés. The
following sentence is an exampiéthis: 'Reflecting about conflicts | had in the past, |
believe that | could have handled some of them better'. Another exarhfiés is the
sentence, 'When the time came to allocate work for the plaiele the team dynamics
were developed enough to assess accurately everybody's strengtigspartébned
work accordingly'. The modal verb 'wouttinalso refer to beliefs. An example is the
sentence, 'l felt that as team leadeolld have control in the group andvbuld have
more say in the way our team was run, little did | know ‘th&nother example is the
sentence, 'Knowing about the traditiomduld definitely have acted differently, hope-
fully being in the position to speak at least a bit of the language'.

6.3 Feelings

The words 'feel' and 'felt’ aed top of the list, and they occur relatively more often in
the dataset of reflective sentences. This is in line the category 'Feelithgsteflection
model. Expressing feelings is often mentioned as part of reflective writing.

6.4 Critical stance

Several words can be associated with the category 'Critical stance’, for exdu@ple,
keywords 'more’, ‘better’, 'if', 'but’, 'never', ‘could’, and 'although’

The word 'more' could relate to the critical thought of a writer that songeibin
lacking and that more of something would be better, or it could rel#te tealisation
that there is now more of something that was previously not there. Foplexdhe
sentence, 'l should lmeor e aware about the power issues and how they silence patients',
expresses the first sense, which is the realisation that something is stilglatke
sentence, 'l noticeahor e discussions taking place after the first couple of sessions, and
| felt our group wasnor e established as we began to get to grips with what the vignette
would entail and felt comfortable with each other’, refers to the seceadimg—the
realisation of a change

The word 'better' could refer to the critical awareness of the writer that sogisthin
now better, as expressed in the sentengc(()a, 'l hadn't really thoughtkefthis before
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but by empathising with Mary's situatiométter appreciate the importance of the pa-
tient's perspective'. It could also express that something should havedbeznas in
the sentence, 'l might habetter explored Jim's internal thoughts and his wondering
about what he finds in the cave'.

The conjunction 'if' could express a premise followed by a conclusioara®fp
reasoning about something. For example, the sentence, 'lt woadbéan helpfuif |
had shared my concerns about the group with the LSA to start iivlik'.had shared
his concerns (premise), then it would have been helpful (conclusion).

The conjunction 'but' could express a contrasting thowghtexampleis the sen-
tence, 'Looking at it from Marissa's point of view, she may havevkrbat | was on
the wrong trackput she probably would not have been able to do anything about it
because | am a doctor'. Another example is the sentence, 'l did aditthat well in
the exam so maybe | need to prepare differertiyt4 really don't know how to do it'.

A writer could flag with the adverb 'never' a realisation that sangtas never
experienced or that something never happened before. The followtegeeis indic-
ative for this: 'In the topic | found it most interesting about the l&akvariance prob-
lem as | havenever realised the fact before although the point is reasonably under-
standable’. Another example is the following sentence: 'hiagt experienced those
same feelings of disconnect in real time thouwgdver felt as though the person talking
was somehow not me, until last Tuesday'.

The verb 'could’ might indicate the awareness of a possibility or atiteznThe
sentence, 'On the whole our group worked welldoutd have been improved by more
openness and discussion about issues affecting the group, secheékafing’, shows
that the writer describes a realisation that them real possibility for improvement.
Another example is the sentence, 'Reflecting about conflicts | had in thé lpelstye
that Icould have handled some of them better'.

The word 'although' could be used in a contrasting way. An exasriple following
sentenceAlthough throughout my training to date, | have dutifully reflected on vari-
ous clinical situations and considered learning objectives within the practicdipprtfo
| can not say that | had actually fully taken on the implicationshatt it is to be a truly
reflective practitioner'. The writer describes the contrast between the percepten of
flection in previous trainings and the current perception. Another dgamghe sen-
tence, 'Applying the learning cycle proved to be a useful wthpugh | was very
sceptic at the beginning'. This sentence describes a contrast in perddmisoeptical
few dissolved over time.

6.5 Per spective

The keyword list from Table 1 does not contain a keyword that allswsestablish a
strong link between a keyword and the category 'Perspective’.
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6.6 Outcome

The 'Outcome' category of the model contains a retrospective dimenatoenthils,
for example, the description of lessons learned, but also a prospectiveidimgins
rected to statements about what to do in future. The keyword list cotftaingord
'learnt'. This word could express that something was éelaAn exampleof this out-
come facet is the sentence, 'l hagnt that when | am requesting something different,
I must explain my needs fully, and communicate the message mecsiediy'. An-
other example is the sentence, 'l have Bamt from participating in this group that |
was, in this case, one of the more dominant group memberéelandnfident in ex-
pressing my views and ideas'. Another keyword is the nounéfuiris keyword could
be used to express future intentions. An example is the sentlticeygh this situa-
tion didn't have a satisfactory outcome | hope to have learned from théeexpeand
aim to use my new insight to develop foyure practice'. Another example is the sen-
tence, 'This makes you realise that you could come across this vghprdfession
and luckily from this activity | am now aware of this and h ceow make the most of
any opportunities that a rise to enable me to take this into account and magheb
my confidence so in thieiture | can maybe go onto stand up for what | believe in and
also get my opinions noticed if | feel this necessary'.

6.7 Summary

Overall, this discussion showed that for several keywords, the log-bkelibtatistic
canderive words that are in line with the categories of the chosen moddleation.

The keywords listed in Table 1 can be seen as good candidate foottie con-
struction of dictionaries. With the shown approach, we can form a seirds, such
as a dictionary, that can be used to automatically summarise texts vatl teghe
frequency of occurrence for each category. However, Table 1 alsa shatwords,
although they are found frequently in one dataset, cannot be usistirtiguish com-
pletely between reflective and descriptive use. For example, the keywisrtbtind
700 times in the reflective dataset, butsialso used 105 times in the dataset of de-
scriptive sentences. A definite classification of text passages based on sirdgdsvo
also not the aim of dictionary-based approaches. One of the use cases hatries t
dictionaries are used to predict important outcomes. This is a quantitative intheator
can be used to corroborate the findings of a study (for exaneg¢4%).

7 Conclusion and outlook

This paper demonstrated the application of the keyword method onsatdattaeflec-
tive and descriptive sentences. The log-likelihood statistics was used tmideter
words with high 'keyness' in either the dataset of reflective sententiest of descrip-
tive sentences. The words derived with the described method representhabodsur
with unusual relative frequency in the datasets. In the discusstbe odsults, several
of these keywords were assigned to categories of a model of reflectivegwritiis
step illustrated that the investigated kegyzwords can be associated withfldntion



Keywords of written reflection - ARTEL15

model categories. This supports the applicability of the keyword methodériee
words important for reflection.

An extension of the shown approach is to investigate the 'keyndbke' cdtegories
of the reflection model. For example, a comparison of a dataset that detueiloes-
comes of reflective writings with a referedataset would allow us derive keywords
of reflection outcomeby adding an in-depth study of keywords for this category.

Furthermore, reflection dictionaries can be combined with rule-based sysfems [9
Rule-based systems provide more control in modelling relationships metiation-
ary words, which could add to the precision of the automated method.

As outlined, the automated detection of reflection in writings relies on patiérns
reflection, because these patterns can be codified and used for the automsésl anal
of writings. The study showed that reflective writings contain such pattgrthe word
level, because there are words that occur significantly more often dathset of re-
flective sentences than in the dataset of descriptive sentences.
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